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Home-care manipulation robot requires exploring and
performing the navigation task safely to reach the
grasping target and ensure human safety in the home
environment. An indoor home environment has com-
plex obstacles such as chairs, tables, and sports equip-
ment, which make it difficult for robots that rely on 2D
laser rangefinders to detect. On the other hand, the
conventional approaches overcome the problem by us-
ing 3D LiDAR, RGB-D camera, or fusing sensor data.
The convolutional neural network has shown promis-
ing results in dealing with unseen obstacles in naviga-
tion by predicting the unseen obstacle from 2D grid
maps to perform collision avoidance using 2D laser
rangefinders only. Thus, this paper investigated the
predicted grid map from the obstacle prediction net-
work result for improving indoor navigation perfor-
mance using only 2D LiDAR measurement. This work
was evaluated by combining the configuration of the
various local planners, type of static obstacles, raw
map, and predicted map. Our investigation demon-
strated that using the predicted grid map enabled all
the local planners to achieve a better collision-free
path by using the 2D laser rangefinders only rather
than the RGB-D camera with 2D laser rangefinders
with a raw map. This advanced investigation consid-
ers that the predicted map is potentially helpful for fu-
ture work in the learning-based local navigation sys-
tem.

Keywords: safety, unseen obstacle, obstacle prediction
networks

1. Introduction

Home-care robots are frequently operated in designed
environments for and occupied by humans. Especially
in countries with low birthrate issues, such as Japan and
many other developed countries, home-care manipulation
robots such as Toyota HSR are possible solutions to im-
prove the quality of life (QOL) for aged people in the
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home environment or the public area [1]. These envi-
ronments usually consist of various complex objects such
as chairs, tables, and sports equipment with a narrow
workspace. At the same time, we expect to increase the
robot’s adaptability in various environments and ensure
the user’s safety and comfort.

The home-care manipulation robot generally can be
combined with the manipulation and navigation task as
whole-body manipulation or decomposed for different
purposes and needs [2-5]. The decomposed task of the
home-care manipulation robot is typically defined by a set
of mobile base navigation and arm manipulation subgoals.
Thus, navigation significantly enhances the arm manipu-
lation tasks, such as picking, placing, pulling, and push-
ing. Particularly, Toyota HSR has a shorter arm [1] and
less degree of freedom (DoF) than other domestic home-
care manipulation robots such as Fetch [6], Tiago [a], and
PR2 [7]. Moreover, the compact body of HSR is more
suitable for navigating narrow and small environments
such as a house, office, and hospital room. These abilities
have been shown in [1, 2, 6-8], and the result shows that
HSR always performs the base navigation task to reach
the grasping object.

Toyota HSR has several sensors, such as 2D laser
rangefinders to build the 2D map and sense the obstacle
for navigation, IMU for localization, and several cameras,
including an RGB-D camera and a pair of RGB cameras
in a stereo setup in the head part. However, the possibility
of low real-time performance is expected if we simultane-
ously apply several fusion perception modules for naviga-
tion and manipulation. It is due to the computational pro-
cess of a large amount of labeled data from object recog-
nition and 3D map reconstruction. On the other hand, it
is difficult for a home-care robot to detect the surround-
ing approaching dynamic obstacle, such as a walking hu-
man toward the robot position where the walking direc-
tion is out of camera view as shown in Fig. 1 description.
Thus, the robot requires a more extensive range of sensors
such as 2D laser rangefinders to generate a safer path from
laser rangefinders and information occupancy of obstacles
from a 2D map.

Nevertheless, horizontal laser rangefinders only scan
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Fig. 1. The human walking direction toward robot position
is out of robot camera view. The robot changes the trajectory
because the human walking is detected by 2D LiDAR.

one slice of the environment and, as a result, most often
miss the big part of obstacles. Consequently, the resulting
2D occupancy maps frequently may not accurately repre-
sent the occupied area in the environment. For instance,
when the laser rangefinders detect the table and chairs,
the scanning result only shows the table and chair legs
in a 2D occupancy map. Therefore, it may produce the
wrong trajectory planning from global and local planners
when the mobile manipulation robot performs the naviga-
tion task. Fig. 2 described the unseen obstacle or partially
observed object examples viewed by laser rangefinders in
the home environment that we obtained from Toyota HSR
ROS package [b] for SH and from AWS RoboMaker [c]
for LH. Many previous works [9-13,d] have proposed
DRL-based local planners and used the recorded 2D maps
from laser rangefinders to train the deep neural networks
with static obstacles and reactive human walking. This
trial-and-error strategy lets the robot learn static and dy-
namic obstacle avoidance behavior based purely on ob-
servations. The training process is accelerated with deep
neural networks, and recent research showed excellent re-
sults in robot navigation. The purpose of using 2D LiDAR
only in these navigation approaches is to reduce the com-
putational cost during learning navigation and avoid ac-
tive walking humans with simple static obstacles in indoor
environments. However, the unseen obstacles or partially
observed objects are not considered as the navigation task
problem in these recent works [9-13,d].

Based on this report [14], the tiny or incomplete ob-
stacle representation in a 2D occupancy map can trap the
robot when attempting to avoid the collision. Moreover,
the recent result from [14] has shown an outstanding solu-
tion to solve the unseen obstacle problem in several indoor
environments without inflation layer or safety layer pa-
rameter tuning using the feature of ROS navigation stack.
Since all the local planners depend on the 2D occupancy
map information to find the collision-free path, combining
the ROS navigation stack with this work [14] is essential
to perform obstacle avoidance more efficiently using 2D
LiDAR only. However, to apply and utilize this method in
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different types of robots such as Toyota HSR, we should
conduct further investigation and evaluation to measure
the effectiveness and limitation with different kind of ob-
stacles and existing global and local planners.

We make the following contributions:

o We present an investigation and comparison study
for possible solutions to the unseen obstacle problem
in the home-care robot (Toyota HSR) navigation.

o We compare obstacle prediction network results with
a raw map and sensor fusion (obstacle data acquired
through the combination of the RGB-D camera and
2D LiDAR) and various conventional local planners
in simulated environments to find its methods’ upper
limit and efficiency.

Since the DRL local planner uses the recorded map to
avoid static obstacles, this investigation can be considered
as a future work application on the learning-based local
planner.

The paper is arranged as follows. Section 2 explains the
related work of the investigation method. Section 3 de-
scribes the proposed integration navigation system’s ob-
stacle prediction network results. Section 4 explains the
experimental setup and defined parameters that we used
in the evaluation. Section 5 shows the evaluation result
and discussion. Finally, conclusions and future work sug-
gestions are presented in Section 6.

2. Related Work

Mobile manipulation robot tasks are typically speci-
fied by end-effector and base navigation subgoals. Hence,
navigation has the main contribution to the mobile ma-
nipulation tasks, such as reaching and placing the target
object. According to [12, 15], typical ROS navigation
approaches consist of a combination of global and local
planners approaches. Global planner approaches, such as
potential field strategies, cell decomposition, roadmaps,
and Dijkstra, commonly require a comprehensive model
of the environment. The advantage of the global approach
is that it can compute a complete trajectory from the ini-
tial position to the desired position. Regardless, these
approaches are inadequate to generate reactive avoidance
behavior in the robot’s local vicinity. Integrating with the
local planners approaches [16] can improve the navigation
performance in this case.

The classical local planners that are usually used in the
ROS-based navigation system are the trajectory rollout or
base local planner [e] and the dynamic window approach
(DWA) [16]. They are planners that provide control for
a mobile robot on a 2D occupancy map space. Using a
2D occupancy map, the local planners calculate the path
for a mobile robot to move from the initial position to the
desired position. The DWA approach differs from the tra-
jectory rollout approach in controlling discretized space.
While the trajectory rollout checks all the next states in
simulation [e], the DWA local planner checks only the
collision-free area directly after the current state.
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Large House (LH)

Small House (SH)

2D recorded map
from 2D laser rangefinders

Complex/unseen obstacles

Fig. 2. Simulated home environment. The left part is the realistic simulated environment; the center part indicates the 2D recorded
map obtained from laser observation; the right part shows the details of the complex obstacle that 2D laser rangefinders cannot fully

detect.

Other traditional local planners are the elastic band
(EBand) [17] and the timed elastic band (TEB) [18]. The
EBand planner uses the bubble area to specify a subset of
the maximum location for a free space in a particular con-
figuration. It enables the robot to travel in all directions
without colliding [17]. The bubble is formulated using the
simplified model of the robot in conjunction with infor-
mation available on the 2D occupancy map. The bubble
band considers forces from obstacles and internal forces
trying to minimize the force between neighboring bub-
bles. The EBand is a planner that produces a collision-
free and deformable trajectory. It deforms the computed
path in real-time to keep it away from obstacles and con-
tinues to deform as obstacles update. This enables the
mobile robot to adjust to a suddenly moving object. TEB
operates on the same concept as EBand. However, it min-
imizes the time cost function rather than applying energy
optimization [18].

With the current achievements of deep learning
and reinforcement learning, indoor learning-based robot
navigation has also gained much attention in recent
years [9,11,19-21,d]. In the work of Guldenring et al. [9],
their learning-based local planner could avoid the active
human walking and static obstacles such as walls and cor-
ridors based on the 2D recorded occupancy maps and us-
ing 2D LiDAR sensor only by utilizing the simulated 2D
human walking (PedSim [f]) and ROS navigation stack
plugins. However, the 2D LiDAR only detects one slice of
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the environment and often misses the big parts of objects.
Thus, the resulting 2D occupancy maps usually do not ac-
curately represent the free area in the robot workspace.
Based on these works [9, 12, 13], the particular obstacles
should be chosen and prepared beforehand based on the
robot’s ability and sensor limitation. Another solution is
using an RGB-D camera or 3D LiDAR [22] or integrating
a camera and 2D laser rangefinders [23] to get a com-
plete environment representation. Nevertheless, this ap-
plication can consume more power and reduce real-time
performance during navigation tasks.

Lundell et al. [24] used a fully convolutional network
(FCN) autoencoder to estimate laser rangefinder scanning
with actual obstacle distances from 2D laser scans. Their
later result [25] unified the processed laser scans into oc-
cupancy maps with uncertainty approximation. The ac-
tual obstacle distances data are collected for training with
a 3D camera measurement. The authors presented that
their strategy could avoid collisions with obstacles in real-
world scenarios. This method depends on an additional
RGB-D camera for making the training examples, which
are discarded when implementing the navigation in real-
istic scenarios. Moreover, this method cannot be imple-
mented directly in a different type of 2D LiDAR angle
and range data.

Kollmitz et al. [14] proposed obstacle prediction net-
works for predicting unseen obstacle shapes in 2D map
created with 2D laser rangefinders. Their strategy uses
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a FCN trained from collision events recorded with a
bumper. The results confirm that the trained FCN on a
simulated collision dataset can predict and segment the
unseen obstacles in a 2D map. They also demonstrate
that the implementation of this method can be further en-
hanced by combining new obstacle examples collected
during real-world applications.

The comparison result that indicates the advantages and
limitations of obstacle prediction networks [14] with other
various types of obstacle and local planners and sensor
configuration has yet to be discussed in recent papers or
in original papers. Therefore, we initiate to investigate the
efficiency of this method and the conventional method for
robot navigation in a 3D simulated environment. Since
our robot has multiple sensors and cameras for manipula-
tion and navigation, the combination sensor for the navi-
gation task will spend more computation time. However,
the computation cost is not our focus in this work. We
focused on which method can enhance the robot’s navi-
gation efficiently and avoid collision in different types of
objects that are difficult to detect by using laser rangefind-
ers only. Using the Kollmitz et al. [14] result, we can rely
on laser rangefinders only for navigation and decrease its
limitation with the recent result of neural networks. We
evaluated this result with RNS and various conventional
local planners such as TEB Planner [18], DWA Plan-
ner [16], EBand Planner [17], and a global planner.

3. Method

In this section, we explain each step to investigate and
evaluate the recent result of obstacle prediction networks
and how to integrate it for local navigation in a 3D simu-
lated world using Toyota HSR. First, we will explain how
to obtain the predicted map using this method [14]. After-
ward, the predicted map can be used for the RNS system
for navigation tasks.

Robotic systems depend on accurate information about
the environments they interact, particularly during navi-
gation. In the previous works [9, 13,21,26], the recorded
2D map is used for DRL agents and the traditional lo-
cal planner methods to learn or perform the local navi-
gation, avoid dynamic and static obstacles, and find the
best path to reach the goal. The recorded map (raw map),
as shown in Fig. 2, generally can be obtained by using
grid mapping [27], Hector SLAM [28] or Google Car-
tographer [29] to record the map from a real-world en-
vironment or 3D realistic simulation. First, we use the
Kollmitz et al. trained architectures [14] to predict the un-
seen obstacle in our 2D recorded map that we collected
from Hector SLAM by teleoperating the robot. The 2D
map prediction is used to perform the navigation task.
Fig. 3 illustrates the process of how we obtained the pre-
dicted map by using Kollmitz et al. architectures. The
authors use the LeNet architectures with a fully convolu-
tional model to get shorter training process time and better
accuracy. This model’s dataset uses SceneNet [30], con-
sisting of a 3D environment with 52 indoor scenes with
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Building Predicted Map by using Kollmitz et al. approach
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Fig. 4. Raw map, predicted map, and heat map from 3D
environment of small house and large house.

various room layouts and furniture. The authors also used
the simulated version of the service robot equipped with
a sensitive force sensor that records the collision exam-
ples. The authors drove the robot to a random position in
a simulated environment until they received the collision
signal. Then collision data from the sensor are saved as
the dataset. They divided the dataset into 34 rooms for
training, 9 rooms for testing, and 9 rooms for validation.
To get the predicted 2D map, we inserted the raw maps
that we obtained from Hector SLAM into a pre-trained
neural network for collision prediction and segmentation.
The segmentation result of a small house (SM) and large
house (LH) can be seen in Fig. 4. The predicted map indi-
cates the table legs and chair legs, and free space among
them can be segmented as obstacle marks by using the
trained networks in both maps. The heat maps result
shows the data visualization representing the magnitude
of a free-collision and collision area as colors in two di-
mensions. In Fig. 4, the raw map on the left side detects
that the table and chair legs look like a tiny dot in the 2D
occupancy map. On the other hand, the predicted map
in the center visualized that the several small dots around
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Fig. 5. General ROS navigation stack (RNS) design for investigating the effectiveness of predicted map based on sensor input from

HSR sensor.

the table are merged, becoming a new obstacle footprint.
For more explanation about the details of the network, ar-
chitectures can be read in the original paper. To evaluate
the effectiveness of the predicted map in local navigation,
we designed the integration system based on RNS such as
Fig. 5. A brief explanation of nodes from the integration
system is as follows:

(i) Global planner: NavFn is a global planner node in
RNS that drives on a 2D occupancy global costmap
by using the Dijkstra strategy to achieve the goal
point using the global map. This path message uses
general type navigation msgs/Path.msg, which in-
cludes the waypoints without the orientation.

(i) Odometry: In this system, we used wheel odome-
try which is used to create the ego-motion measure-
ments from the starting point of the vehicle.

(iii) Global and local costmap: The local and global
costmap nodes represent the robot of the vehicle to
an obstacle using the robot geometry [31]. The 2D
map has the obstacles inflated by a safety boundary
where the robot is not allowed to enter. Moreover,
this map is used by local and global planners to ad-
just the path based on the distance from the robot to
the obstacles. We use the very small value of the
inflated layer in each costmap to measure the effec-
tiveness of the predicted map.

(iv) Input/Sensor usage: The integration of RGB-D cam-
era and laser rangefinders with the raw map will be
compared to laser rangefinders only with predicted
maps. We also provide the experiment of the nav-
igation with laser rangefinders only and with a raw
map to know the robot is difficult to avoid the table,
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chair, and sports equipment such as in SH and LH
3D environments.

(v) Transformation messages (tf): tf message is a robot
transform message in the ROS package which man-
ages the position and orientation between various
sensors connected to an HSR. In this case, the ref-
erence point of odometry is at the center of the
robot base. So, a tf between the odometry (Odom),
robot mobile base (base_link), and X-Tion camera
and laser rangefinders is established using tf library
in ROS.

(vi) Recovery behavior: This node provides the simple
recovery motion to clear the space in the costmaps
by rotating the robot 360°.

To get more detail explanation from ROS navigation
stack, the detailed information is provided in this [15].

4. Experimental Setup

To test and evaluate the approach from [14], we formu-
late a simple test where the robot navigates from the initial
point to several checkpoints and a final goal point. Fig. 6
describes the robot navigation point in each environment.
We designed the checkpoints based on the unseen obstacle
position in the 3D environments to evaluate how the robot
performance to avoid the unseen obstacle using different
combinations of sensors, maps, and local planners.

The testing scenario is divided into 2 stages such as
in Table 1. In each scenario, several combinations are
configured in the RNS system and 3D environment to in-
vestigate and analyze the performance of robot naviga-
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Start/goal
cpl,2....n = checkpoints

Fig. 6. Start, checkpoints, and goal for the robot navigation
test in SH and LH.

Table 1. Stages of testing configuration.

Global planner / NavFn
TEB Planner / DWA Planner / Eband Planner
Sensor Map Environment

Laser only Raw

Stage 1  Laser + RGB-D Raw SH
Laser only Predicted map
Laser only Raw

Stage 2 Laser + RGB-D Raw LH
Laser only Predicted map

tion with different types of unseen obstacles. The nav-
igation parameters in RNS are defined in Table 2. We
used small values on inflation radius to evaluate the effect
of the 2D predicted map and 2D LiDAR only, navigation
with sensor fusion and raw map, and raw map with 2D
LiDAR only in the experiments. The inflation radius is a
safety distance parameter around the obstacles. Suppose
the value of the inflation radius is more than 0.1. In that
case, the laser rangefinders can neglect the narrow free
space between the table and chair legs. Also, sometimes
robot is difficult to enter a narrow space.

We evaluate the efficiency of local planners with a dif-
ferent type of 2D map by calculating the path length and
the average time to reach the goal. In addition, we define
the percentage of the success rate of each episode based
on achieved checkpoints (cp). If the robot cannot reach a
cpl in less than 2 minutes, the navigation process to reach
cpl will terminate and attempt to the next cp.

We used a laptop with Intel® Core TM 17-8750 CPU
@ 2.20 GHz processors with eight cores, 16 GB RAM,
NVIDIA GeForce RTX 2070 graphics card, and Ubuntu
18.04 LTS 64 bits operation system. The Toyota HSR is
used for the development of this project [1]. It has an
omnidirectional dual-wheel caster drive that can move in
any direction on a 2D plane and sensors used for 2D and
3D cameras.

5. Results and Discussion

From 2 stages, 10 experiments were carried out for each
local planner and map, environment, and sensor combina-
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Table 2. Navigation parameters in RNS.

Costmap common parameters

Parameters Values
Radius 0.25

Laser_scan_layer:

Topic: hsrb/base_scan

Clearing true

Obstacle_range 2.0

Raytrace_range 3.0
RGBD layer:

Topic: /head_rgbd_sensor/

depth_registered_points

Clearing true

Obstacle_range 6.0

Raytrace_range 10.0

Inflation radius 0.1

Cost scaling factor 10.0
Global costmap parameters

Update frequency 10

Static map true

Local costmap parameters

Update frequency 10
Rolling window width true
Height resolution 0.025
Publish frequency 1.0
Static map false

tion. 18 subsets of tests were conducted, totaling 180 nav-
igation experiments in simulated environments. The pri-
mary purpose of these investigations is to evaluate the
robot’s navigation behavior in unseen obstacles, maps,
and environments using 2D LiDAR only and sensor fu-
sion. The raw map and laser rangefinders results indicate
that the local planner could not generate a collision-free
path when facing the table, chair, and sports equipment.
On the other hand, the predicted map with 2D LiDAR
only and sensor fusion with the raw map can still manage
the difficult obstacle. In this experiment, we conduct dif-
ferent rules for this configuration. We terminate the sim-
ulation when the robot hits an obstacle or is freezing for
more than a minute. It is difficult for the local planners to
pass the table and chair safely by using raw map configu-
ration as shown in Fig. 7. However, the trial-error parame-
ter tuning in inflation layers can be used to find the appro-
priate inflation layer using the raw map and 2D LiDAR
only. Nevertheless, this method is time-consuming and
tedious because it was tried every time the map and envi-
ronment change. Table 3 presents the quantitative result
from the navigation experiment. As we expected, all the
local planners with laser and the 2D predicted map outper-
formed in each environment, and TEB Planner and EBand
Planner managed a 100% success rate in SH and 75% in
LH. In the predicted map, the local planners could find the
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DWA with 2D raw map and SM

Fig. 7. Example results using the raw map and conventional local planners. The robot cannot avoid by only using laser rangefinders.

Table 3. Investigation and comparison result between 2D map prediction with RNS and conventional method.

TEB+Laser TEB+20bs DWA+Laser DWA+20bs Eband+Laser Eband+20bs

Raw map Pr?g;c;ed Raw map Raw map Pr?g;c;ed Raw map Raw map Prelzg;c;ed Raw map

Evaluation SH | LH|SH |LH|SH|LH|SH |LH|SH|LH|SH | LH|SH|LH|SH | LH | SH | LH
Average time [min] 1:00 1:00 | 2:41 4:21| 2:39 4:34 | 1:00 1:00 | 3:41 4:16 | 4:.01 4:20 | 1:00 1:00 | 3:11 4:52 | 3:10 4:57
Average path length [m] 87 179|365 244|364 2536| 87 7.9 |315 2521|1944 2523| 87 79 | 36.8 25.33]| 21.34 25.56

Total success rate [%] 0 0 100 75 [ 100 75 0 0 7575 40 75 0 0 100 75 60 75

20bs = RGB-D camera + 2D laser rangefinders

collision free path easily by only using the 2D LiDAR be-
cause the unseen obstacle has already been predicted by
the obstacle prediction networks. When the robot faces
the chair, table, and sports equipment, the tiny footprint
represented in the raw map can be merged into the pre-
dicted map. Therefore, the free-collision area between
tiny obstacles becomes new obstacle footprint that makes
the local planner generate safer collision free path. The
example behavior of the robot using the predicted map is
shown in Fig. 8. DWA Planner with the predicted map
only attains a 75% success rate in SH due to a freezing
behavior when the robot approaches the ¢p/ in SH but
can safely avoid the obstacle in another unseen obstacle.
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It is due to the limitation of DWA Planner when facing
the narrow space, as explained in [19]. All the local plan-
ners with a predicted map could not reach the maximum
success rate in the LH environment. It is due to the mo-
bile base colliding with the flat surface of the chair’s leg,
as shown in Fig. 9. This type of chair is hard for the
robot to avoid collision by only using the laser rangefind-
ers. Therefore, after the robot hits the chair, the robot will
move to the following cp to finish the mission.

Figure 10 is an example of the robot avoiding collision
with sports equipment objects using the laser rangefinders
and RGB-D camera. When we used the conventional sen-
sor fusion method, the detected free space between the
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Fig. 8. The example results of using predicted map. We used laser rangefinders only. The predicted map has significant role to
improve the navigation performance in real-world obstacle condition.

Fig. 9. The example results in failed navigation behavior using the predicted map and TEB Planners. The other planners also failed
in this stage. The predicted map could not predict this type of chair. The leg part of the chair has a flat surface that is adhered to the
floor.

wall and the table from the camera could be considered
an alternative path for the robot. Nevertheless, the robot
cannot pass the narrow space due to its size. Therefore,
some local planners could not achieve the maximum suc-
cess rate due to this limitation. TEB Planner achieves the
best results among three conventional sensor fusion ap-
proaches with a success rate of 100% in SH and 75% in
LH, while EBand Planner has second best performance
and reached a success rate of 60% in SH and 75% in LH.
DWA Planner has only reached a 40% success rate in SH
and 75% in LH. Overall, the path length for each local
planner with the highest success rate did not significantly
differ. It is because we used only the static obstacle.

Journal of Robotics and Mechatronics Vol.35 No.2, 2023

6. Conclusion

This paper presented an investigation and comparative
study of the approach to solving unseen or partially ob-
served obstacles using only laser rangefinders. We com-
pare the result of Kollmitz et al. [14] with the conven-
tional method to perform the navigation and avoid a col-
lision from an object such as a table, chair, and sports
equipment that are difficult for laser rangefinders to fully
observe. The conventional method uses sensor fusion,
such as a combination of RGB-D camera and 2D laser
rangefinders. All methods were evaluated using the RNS
in the simulated 3D environment. All the local plan-
ners with laser rangefinders and the 2D predicted map
had achieved significant performance in each environment
than only using the conventional method with raw map.
Since the learning-based (DRL) local planner uses the

517



Yani, M. et al.

Fig. 10. The example results from using two observation resources. We used X-Tion RGB-D camera and laser rangefinders. The
robot can avoid a collision with sports equipment obstacles.

recorded map to avoid static obstacles, the 2D predicted
map could be considered a future work application for the
learning-based local planner.
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