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1. Introduction 
The problem of a large elderly population and a low birth rate has become a serious social issue in 

several nations. Thus, developing a homecare robot to do work is being considered as a potential solution 

to the problem of the increase in aging societies across the globe. Many homecare robots are equipped 

with various sensors, such as RGB-D cameras, 2D LiDAR, stereo cameras, and arms, to understand a 

situation and carry out physical tasks in a dynamic environment. Furthermore, the Robot Operating 

System (ROS) is designed as a software system architecture to manage sensor inputs and outputs in 

many robotics applications. Many researchers are interested in developing a learning model for 

understanding the context of the environment from object detection and human behaviour estimations 

[1]–[4]. This capability affects the level of interaction with the environment and the action that is 

performed. For instance, a homecare robot at home is expected to take the initiative to help in the daily 

household chores, such as performing tasks in the kitchen to prepare food or wash the dishes, etc. Then, 

the question arises: What information will the robot need to help humans in their daily activities? Some 
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 Human environments are designed and managed by humans for humans.  

Thus, adding robots to interact with humans and perform specific tasks 

appropriately is an essential topic in robotics research. In recent decades, 

object recognition, human skeletal, and face recognition frameworks have 

been implemented to support the tasks of robots. However, recognition of 

activities and interactions between humans and surrounding objects is an 

ongoing and more challenging problem. Therefore, this study proposed a 

graph neural network (GNN) approach to directly recognize human activity 

at home using vision and speech teaching data. Focus was given to the 

problem of classifying three activities, namely, eating, working, and 

reading, where these activities were conducted in the same environment. 

From the experiments, observations, and analyses, this proved to be quite 

a challenging problem to solve using only traditional convolutional neural 

networks (CNN) and video datasets. In the proposed method, an activity 

classification was learned from a 3D detected object corresponding to the 

human position. Next, human utterances were used to label the activity 

from the collected human and object 3D positions. The experiment, 

involving data collection and learning, was demonstrated by using human-

robot communication. It was shown that the proposed method had the 

shortest training time of 100.346 seconds with 6000 positions from the 

dataset and was able to recognize the three activities more accurately than 

the deep layer aggregation (DLA) and X3D networks with video datasets.  
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of that information is defined as 1) the robot must obtain information on the objects in the home 

environment, including the class, position, and orientation of the objects; and 2) the robot needs to 

know the position of the human and recognize the activity when the human interacts with several objects 

at home.  

However, it is no easy task to obtain this high level of ability in homecare robots, such as 

understanding human activity from semantic information and human-object interaction (HOI). Many 

efforts have been made to recognize human activities using images and videos with 2D and 3D visual 

information [5]–[8]. Semantics and the context of a situation are usually used for classification, which 

involves typical HOI [9]–[11]. However, most of their frameworks require massive labelled datasets and 

much training time to achieve a high level of accuracy. 

Recently, studies on the analysis of graphs using machine learning have been gaining more attention 

because of the outstanding expressive power of graphs. For instance, graphs can be used to denote a large 

number of applications across different scopes, including the extraction of topologies and geometries 

from 3D object detection or point cloud [12]–[14], natural science problems [15], [16], pharmaceutical 

research [17], [18] and other areas [19]. Graph computation, which is a unique form of data structure 

for supervised and unsupervised learning strategies, focuses on tasks, such as clustering, link prediction, 

and classification. Graph neural networks (GNNs) are deep learning-based approaches in the graph 

domain. Due to their effective performance, GNNs have lately become a widely used strategy for the 

analysis of graphs. Therefore, formulating these interactions into a graph representation based on the 

detected object and human features will be of significant help to the robot in learning human activities 

and deciding on the appropriate tasks.  

In this paper, an efficient learning method was proposed to predict daily human activities in an indoor 

environment. The approach used a GNN, which was trained based on activities recorded directly from 

the Toyota HSR (Human Support Robot). The activities were labelled directly from human speech. The 

real-time YOLOv3 object detection [20] and MediaPipe [21] face detection frameworks were 

implemented using an X-tion RGB-D camera from the HSR head to obtain the object class, geometry, 

and human face position in a real indoor environment. Human activity is a huge topic in robotics. 

Therefore, the aim of this paper is to create a method to learn and predict three specific activities, namely, 

eating, reading, and working, from utterances. With this method, the robot can be trained to predict 

daily human activities in real-world applications using ROS environment. A human activity dataset 

recorded directly from a human-robot communication (HRC) system was also introduced. To 

summarize, the contributions of this work are as follows:  

• A GNN model was proposed that utilized the prior information from HOI and HRC to classify 

human activities, especially eating, reading, and working, in a very similar environment. 

• The proposed method can efficiently construct the labelled dataset using human-robot 

communication. When the robot detects a human doing an activity with some objects, the centre of 

the detected 2D bounding box object is transformed into a 3D position. Then, the human can ask 

the robot to collect the dataset of the current activity and train the teaching data using utterances.  

• The method was applied using a Toyota HSR robot with an ROS environment system in a real-

world indoor environment. The proposed method can tackle the problem of activity recognition in 

a very similar environment, which is difficult to classify using conventional 2D CNN.  

The rest of the paper is arranged as follows. Section 2 discusses the method and explains the related 

works and the GNN strategy, along with explanations of the network configuration and various features. 

Following this, section 3 presents an evaluation of the approach in a real-world indoor environment, as 

well as a comparison with multiple dataset combinations. The conclusions are given in section 4. 
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2. Method 

2.1. Human Activity Prediction 
Human activity recognition (HAR) is one of the most difficult tasks in robotics and computer vision 

since it requires assigning a label to each activity. HAR can be divided into three types: (1) by vision, (2) 

by sensors, and (3) by waves/radio. (1) Vision typically refers to a camera that utilizes red, green, and 

blue (RGB) colours from a video to identify a human activity [4], [22]. Nevertheless, RGB is just a 2D 

vision, and does not indicate how far the object is. Therefore, a depth camera was added to the vision to 

make it RGB-D [23], [24]. By having depth, the 3D position of an object or human can be efficiently 

recognized, and the HAR can be realized using the 3D pose and visualization [10]. (2) Sensors refer to 

devices that do not use RGB-D data [25], such as mobile phone accelerometers and gyroscopes. The 

data is numeric and reliable, but the drawback of this method lies in the coverage issue, where the 

individual is required to always carry the device. (3) Finally, waves/radio is the latest technology that 

utilizes Wi-Fi signals to predict human activity [26]. The recognition coverage is more extensive and 

there are no problems with privacy. However, this method is still new and requires more extensive 

research to make it more reliable. 

2.2. Human-Object Interactions to Recognize Human Activities 
Recognizing human activities using graph convolutional neural networks has attracted the attention 

of many robotics and computer vision researchers in recent years. Activity recognition is required for 

homecare robots that are taking care of children, the elderly, or persons with disabilities. With this 

implementation, the inference of human activities using perceptual information plays an important role 

in human-robot interactions, smart surveillance, and content-based video analysis. A lot of work has 

been conducted toward predicting human activities in 2D and 3D images and videos where the overall 

technique observes and correlates with HOI.  [27]–[30]. The principal method for predicting HOI is 

extracting visual characteristics from instance detectors and spatial knowledge to instantiate multi-

streams of deep neural networks. Each stream includes detected human and contextual objects. The last 

step is designed for inference application. The work of [27] presented the forecasting of a human activity 

by predicting the possible trajectory movement towards a targeted object from RGB and depth sensors 

data. Using this strategy, the predicted trajectory for the ongoing action can be visualized. However, the 

camera should be set up at a certain distance and height to avoid the broader field of view that may lead 

to occlusions and poor activity prediction. Wang et al. [31] proposed a fully-convolutional approach that 

predicts the interactions between human-object pairs from RGB images. The network can predict the 

context of human activities by localizing the interaction points from the object, human and pairwise 

streams. 

GNN has been utilized to predict human activities from HOI by extracting the image features into 

graph structures. Qi et al. [28] used a graph parsing neural network to detect HOI and predict human 

activity from various RGB datasets. Morais et al. [29] introduced asynchronous-sparse interaction graph 

networks, which are constructed from the temporal structure and content label of human-object 

interaction activities. This method uses a graph attention network model for HOI detection in the RGB 

dataset. Their approach involves the construction of nodes and edges from visual features. An adjacency 

matrix defines the structure and properties of the network, and is updated by a weighted sum of the 

messages from the other nodes. Finally, for interaction inference, a node readout function is employed. 

Simonovsky and Komodakis [32] proposed the edge-conditioned convolution (ECC) GNN, a spatial 

domain operation on graph signals in which filter weights are conditioned on edge labels and dynamically 

formed for each input sample. It was demonstrated that this strategy could generalize the traditional 

convolution on graphs if edge labels are suitably chosen, and this claim was empirically tested on MNIST. 

Moreover, this method was also evaluated for point cloud classification, achieving a new state-of-the-art 

performance on the Sydney dataset. The current work was inspired by [32], and their model was used 

for the proposed method. A 3D object and human pose of point clouds data were used to construct the 

edge features for the graph data by transforming the centre of the 2D bounding boxes of the YOLO and 

Mediapipe face detection frameworks into the 3D point cloud by utilizing the ROS library features. The 

data was labelled using human speech when the robot questioned the human to learn the HOI. In the 
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application for this study, a 3D object and human pose data were used to construct the graph data by 

transforming the centre of the 2D bounding boxes into a 3D point cloud by utilizing the ROS library 

features. The data was labelled using human utterances in a human-robot communication scenario for 

the data collection. The data was collected during the ongoing activity, and the robot asked the human, 

"What are you doing now?". Then, the uttered answer would be specified as an activity label. After 

collecting the data, a graphical representation was constructed for the training process.  

2.3. Data Preparation 
 This section explains the approach for predicting specified human activities at home from a homecare 

robot system in real-world applications. The dataset was pre-processed and collected from the YOLO 

and MediaPipe face detection frameworks, and each detected object and activity were classified using 

direct communication with the Toyota HSR robot. The activity labels were specified into 3 categories; 

eating, reading, and working. Next, a graph convolutional neural network proposed by [32] was used. 

The data collection process for the approach is shown in Fig. 1, where the dataset from the YOLO object 

detection and MediaPipe face detection frameworks was collected using an X-tion RGB-D camera from 

the Toyota HSR head.  

 

Fig. 1. Data collection system of proposed method and graph data representation 

To obtain the 3D position of each detected object and a human face, the centre of the bounding 

boxes of each detected object and a human face was transformed, using the point cloud data type service 

in the ROS environment, into a 3D real-world position using tf2 of the ROS library [33]. Next, the 

object and human positions could be constructed in a graphical representation. During the labelling 

process, the robot only had a Japanese voice system. Therefore, the human-robot communication for 

label collection was conducted in Japanese, such as in this video [https://youtu.be/WI8vl_UJwCc]. The 

Google Cloud Speech-to-Text framework

 

[URL: https://cloud.google.com/speech-to-text] was used to 

recognize the human voice and convert it to text. The collected dataset was stored on the server of the 

PC for graph construction and training.  

2.4. Graph Construction and Features 
In this paper, we represented the HOI containing the relationships between human positions and 

the surrounding objects as a graph form 𝐺𝐺 = (𝑉𝑉,𝐸𝐸), where 𝑉𝑉 is the set of |𝑉𝑉| = 𝑁𝑁, and 𝑁𝑁 denoted as 

the centroid of 3D detected object 𝑝𝑝 ∈ 𝑃𝑃.  Meanwhile, 𝐸𝐸 is a set of edges with |𝐸𝐸| = 𝑀𝑀, where 𝑀𝑀 is 

the number of edges. Then, we specify each detected object to graph signal by  𝑋𝑋0(𝑖𝑖) = 𝑋𝑋𝑃𝑃(𝑝𝑝). Then, 

we connect each node 𝑖𝑖 to all nodes 𝑗𝑗 by directed edge (𝑗𝑗, 𝑖𝑖). In our works, we specify an edge from 𝑗𝑗 to 

𝑖𝑖 by calculating the distance of each number of centroids from the detected object by  

https://cloud.google.com/speech-to-text
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𝑑𝑑 = 𝑃𝑃𝑗𝑗 − 𝑃𝑃𝑖𝑖 where 𝑑𝑑 represented in cartesian coordinates as 3D edge label vector  

𝐿𝐿(𝑗𝑗, 𝑖𝑖) = (𝑑𝑑𝑥𝑥 ,𝑑𝑑𝑦𝑦,𝑑𝑑𝑧𝑧) and  𝐿𝐿:𝐸𝐸 → ℝ𝑀𝑀×𝐶𝐶
  is feature matrix with features number of each edges 𝐶𝐶. 

Afterwards, the node embedding is constructed from the name of the YOLOv3 object class by creating 

the vocabulary dataset, which encodes the object names with their IDs. The ID is an integer (index) that 

identifies a word's position in the vocabulary dataset such as shown in the subgraph in Fig. 2. The 

vocabulary dataset to construct the node embedding is arranged as follows: 

{"face": 0, "tvmonitor": 1, "laptop": 2, "mouse": 3, "keyboard": 4, "book": 5, "soup": 6, "sandwich": 

7, "salad": 8, "pizza": 9, "cup": 10} 

 

 

  

Fig. 2. Processing a subgraph in edge conditional convolution method 

2.5. Graph Neural Network with Edge-Conditioned Convolution 
 A GNN can solve many complex problems, especially for activity classifications [30], social network 

recommendations [19], and predicting chemical and molecular properties [32]. In this paper, a GNN 

was used with the ECC by [32] to process the normalized graph structure data. This approach was used 

[32] to perform the graph classification to predict human activities, such as eating, working, and reading. 

The entire architecture was made up of 4 ECC layers and 2 fully-connected (FC) layers. The 4 ECC 

layers were used to aggregate the information from each of the human interactions and objects, while 

the 2 FC layers were used to perform the final recognition. There are three aggregations (or message-

passing) approaches in the ECC, which are "add", "mean", and "max", where "add" is to calculate the 

total neighbours' features, "mean" is to calculate the average, and "max" is to use the maximum features 

during the message-passing. In this approach, the "mean" for all the ECC layers was used to obtain 

stable features. The overview of the GNN architecture is shown in Fig. 3. Moreover, the Cross-Entropy 

Loss function was utilized in the proposed GNN, as well as the Pytorch Geometric package [34], a 

python library dedicated to the GNN. The graph neural network can be described in the following form 

[32], [35] as: 

 𝑋𝑋𝑙𝑙(𝑖𝑖) =
1

|𝑁𝑁(𝑖𝑖)| � 𝐹𝐹𝑙𝑙
𝑗𝑗∈ℕ(𝑖𝑖)

�𝐿𝐿𝑗𝑗𝑖𝑖 ;𝑤𝑤𝑙𝑙�𝑋𝑋𝑙𝑙−1(𝑗𝑗) + 𝑏𝑏𝑙𝑙 

𝑋𝑋𝑙𝑙(𝑖𝑖) =
1

|𝑁𝑁(𝑖𝑖)|  � Θ𝑗𝑗𝑖𝑖𝑙𝑙

𝑗𝑗∈ℕ(𝑖𝑖)

𝑋𝑋𝑙𝑙−1(𝑗𝑗) + 𝑏𝑏𝑙𝑙 

(2) 
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where 𝑋𝑋𝑙𝑙(𝑖𝑖) denotes the node embedding corresponding to the 𝑖𝑖-th vertex in layer 𝑙𝑙, and |𝑁𝑁(𝑖𝑖)| is the 

total number of neighborhood node of 𝑖𝑖-th node. Each layer 𝑙𝑙 includes a multi-layer perceptron as a 

filter generating network 𝐹𝐹𝑙𝑙 with learnable 𝑤𝑤𝑙𝑙
 and bias 𝑏𝑏𝑙𝑙 that implements aggregation between nodes 

𝑖𝑖 and 𝑗𝑗 with edge embeddings 𝐿𝐿𝑗𝑗𝑖𝑖.  The computed 𝑋𝑋𝑙𝑙(𝑖𝑖) are used to train two FC networks for final 

prediction. We illustrated the ECC and the overall architecture of the proposed method in Fig. 2 and 

Fig. 3 respectively.   

 

Fig. 3. The proposed GNN with ECC for the activity recognition 

2.6.  Positional Data HOI and Scenarios 
To decrease overfitting of the small dataset, the dataset was collected by making the data slightly 

different from one group to another group of class of data. During the dataset collection, 2 scenarios (A 

and B) were specified for each activity, and the subject was asked to follow scenarios A and B in each 

specified task, such as eating, reading, and working. Table 1 describes in greater detail the scenarios of 

human-object interaction for the data collection. It was decided to use 8 objects for the 3 activities. The 

𝑃𝑃0 = �𝑝𝑝𝑥𝑥 ,𝑝𝑝𝑦𝑦,𝑝𝑝𝑧𝑧 � was collected from the human face and object position during the human interaction 

with an object. When the data reached 1000 for each scenario of A and B, the utterance was used to 

label the collected dataset. The human utterance was converted into text using Google Speech-to-Text 

[URL: https://cloud.google.com/speech-to-text]. This automatic speech recognition can accurately 

convert more than 125 languages. In total, 6000 data were available to train the GNN. Next, the collected 

dataset was transformed into a graph data representation. 80% of the dataset was used for training the 

GNN, while 20% was used for testing the networks.  

Table 1.  Scenarios of the data collection 

Activities Laptop Tvmonitor Keyboard Mouse Book Salad Sandwich soup 

working 

A         

B         

Eating 

A         

B         

Reading 

A         

B         

 
 

Object always used 

 
 

Object sometimes used 

 

https://cloud.google.com/speech-to-text


ISSN 2442-6571 International Journal of Advances in Intelligent Informatics 45 

 Vol. 9, No. 1, March 2023, pp. 39-50 

 

 Yani et al. (An efficient activity recognition for homecare robots from multi-modal communication dataset) 

2.7. Comparison Method  
In this paper, the proposed method for the recognition of eating, reading, and working in a similar 

environment was compared with the DLA [36] and X3D networks [37] approach using different 

datasets. These two architectures commonly use an image or video dataset to make an image or video 

classification. Therefore, only 6 videos were collected for each specified activity, where 4 videos were for 

training and 2 for testing. The video dataset was conducted with a slightly different scenario of object 

and environment, such as described in Fig. 4. Moreover, the video was labelled manually in these 

methods without a speech-to-text recognition framework. 

 

Fig. 4. Video dataset of eating, reading and working to train and test the DLA and X3D networks as 

comparison methods. 

3. Results and Discussion 

3.1. Proposed Method Performance 
This section will discuss the experimental setup and several results. The object and human face 

detection was carried out using MediaPipe and YOLOv3. The centre of the object and face detection 

was converted into the 3D position using the ROS tf library, as shown in Fig. 5. The subjects were asked 

to use several objects to perform the specified tasks, such as eating, reading, and working. The Toyota 

HSR would ask what kind of activity was being done, and the subject would answer by speech. 

 

Fig. 5. Experimental setup, collecting the dataset and visualizing the centre of the object into 3D Position 
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The robot would collect the detected object and face position with the utterance information. To 

visualize the brief experimental setup and the results in greater detail, the experimental example, data 

collection and inferencing were uploaded to this URL: [https://youtu.be/WI8vl_UJwCc]. In the 

proposed method, 100 epochs were used to train 4000 positional datasets, and the proposed architecture 

was tested with 2000 positional graph datasets. However, by using DLA and X3D, 50 epochs were used 

to train the collected videos. Generally, video classification frameworks are trained with huge datasets 

with a high number of epochs, such as by using UCF101[38] and kinetics dataset [39]. However, this 

study had its limitations in terms of the dataset collection and computational cost. 

Table 2. Comparison of results between the proposed method, DLA and X3D 

3.2. Training Results 
This section presents the results of the GNN with ECC by using positional datasets. Table 2 gives a 

comparison of the efficiency of the proposed method with the DLA and X3D network architectures. 

The details of the DLA architecture are presented in [https://github.com/kuangliu/pytorch-cifar] and 

those of the X3D network are presented in [https: //github.com/facebookresearch/SlowFast]. It can be 

seen from Table 2 that the proposed method can efficiently recognize reading, eating, and working from 

the dataset collection in general. The positional dataset was collected and labelled in csv file format. 

Therefore, less time was spent on processing this collected dataset than on training the video dataset as 

only the 3D position of the object had to be processed with 3 discrete classifications. However, the object 

and face positions had to be extracted from the YOLOv3 and MediaPipe frameworks beforehand. 

However, it took the longest time to train the 4 videos using the DLA architecture, among other 

methods. 2D CNN, which commonly requires many datasets and takes a longer time to achieve high 

accuracy, was used in the DLA architecture. In the X3D, a similar dataset as in the DLA was used, but 

the X3D showed a better performance with a shorter training time and higher accuracy than the DLA. 

The outstanding performance of the 3D CNN in X3D architecture is discussed in [37]. Feature 

extraction of the object and face detection was not required to classify the activity in X3D. The video 

only had to be resized for the dataset pre-processing, such as in the DLA. It could be concluded from 

the results that different datasets and tools have different training times and accuracy scores. 

Nevertheless, the proposed method outperformed the other methods, where the GNN with ECC was 

able to detect eating, reading, and working based on 3D position data, and achieved a shorter training 

time. The confusion matrix for each tool is shown in Fig. 6.  

  

           Proposed Method                                  DLA                                                    X3D 

Fig. 6. Confusion Matrix for proposed method, DLA and X3D 

Network 
Architecture 

Total 
Training 

Data 

Total 
Testing 
Data Epoch Training 

Time(seconds) 

Training 
Loss 

Avg 
Training 
Accuracy 

(%) 

Avg 
Testing 

Accuracy 
(%) 

GNN with 

ECC(Ours) 

4000 

positional 

objects 

2000 100 100.346 0.0145 99.789 91.26 

DLA 4 videos 2 Videos 50 4030.784 0.306 99.96 22.67 

X3D 4 videos 2 Videos 50 129.456 7.187 91.00 64 



ISSN 2442-6571 International Journal of Advances in Intelligent Informatics 47 

 Vol. 9, No. 1, March 2023, pp. 39-50 

 

 Yani et al. (An efficient activity recognition for homecare robots from multi-modal communication dataset) 

The X3D network may achieve a similar result as the proposed method if the parameters are tuned 

and the number of epochs is increased. However, the duration of the training time may have to be 

increased. This will be investigated in a future work. By using this method, the robot will always be able 

to detect activities accurately while the objects and humans are in a 3D global position. Therefore, this 

method can be used directly for navigation targets or manipulation targets based on the current situation.  

For the inferencing test using an HSR camera, the trained proposed network was tested for the detection 

of working, eating, and reading activities, as depicted in Fig. 7. 

 

 

 

Fig. 7. Inferencing test by using HSR camera 

4. Conclusion 
In this paper, a human activity prediction using a GNN with ECC model was proposed based on the 

concept of human-object interactions from pragmatic research on human-robot communication. To 

obtain a homecare robot that can help with human activities, the proposed model can teach a robot to 

recognize human-specific activities using utterances and object information. It was also shown that the 

proposed system can recognize the tasks for each specified activity and detect the object related to the 

selected activity. From the viewpoint of the graph with ECC layers, it was assumed that the human 

activity consisted of the positional relationship with objects around the target human and the meaning 

of those objects. The object position was obtained by combining object recognition and face detection, 

and it was converted into node embedding using a distributed representation of words. ECC layers was 

used to construct the graph representation for the prediction model. Since human prediction requires 

instruction, the system was configured with human speech instructions to start the data collection and 
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training. Through experiments to determine the performance of the prediction model, it was confirmed 

that the model could achieve an accuracy of 91% in the testing stage. The proposed method was also 

compared with the DLA and X3D networks. The proposed method had a lower training time as only 

the positional dataset collected from human interactions with objects was used to extract the features of 

the 2D object and face detections. However, the limitation of the proposed method only used the human 

3D position. To detect more complex activities and discriminate different activities with a similar object, 

we need to use the whole human body movement dataset, such as the skeleton data. For example, the 

robot detects a human holding a book and standing in front of a bookshelf. This activity can be classified 

as reading or arranging the books on a bookshelf in our proposed method. Therefore, the skeleton 

dataset representing a particular activity with a similar object should be considered to discriminate the 

different activities with a similar object in future work. Thus, the model can generate the robot task 

based on the current situation and environment. 
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